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Artificial intelligence (Al) technologies have
penetrated all industries and are now being
used for myriad applications. In financial
services, many organisations are looking
to build Al-driven platforms to establish a
competitive advantage, uplift productivity
and enhance customer engagement. Today,
Al is seen as one of the most disruptive
technologies impacting businesses. But

02 there are gaps to fill.
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s Al adoption and use have grown, so
Agoo has awareness of the various risks
nd challenges of deploying Al — from
unintended bias to determining accountability for
outcomes. Most financial services adopters agree

that Al risks and the uncertainty in managing
compliance are slowing Al adoption and progress.

There appears to be limited implementation of
specific actions to help mitigate those risks,
even by the most skilled adopters. Some of
the key questions on the minds of leaders and
managers are:
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* How to differentiate Generative Al from Al?

* How do we demonstrate de-risking of Al across all use
cases?

* How can we embed ethics into Al builds and use?

* How do we leverage existing governance structures to
demonstrate compliance?

* How do we balance the enablement and governance of AI?

Cutting-edge Al competencies

In its earliest form, Al systems were designed to mimic
human intelligence to perform tasks such as decision-
making, pattern recognition and problem-solving. These
data-driven systems are often used by financial institutions
to streamline processes and optimise performance across
different business functions. For instance, in banking, Al-
powered systems are deployed to detect fraud, analyse
transaction patterns to identify suspicious activities,

and prevent financial losses. In investment banking,

Al algorithms are used for high-frequency trading,
leveraging real-time market data to make split-second
trading decisions, and capitalise on market opportunities.
In insurance, Al is employed for risk assessment and
underwriting, and analysing vast datasets to determine
insurance premiums and policy eligibility criteria.
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66
These stakeholders play a crucial role in

defining the organisation’s Al governance

framework, ensuring the establishment of

appropriate risk management measures,
roles and responsibilities. ¢ e

The emergence of Generative Al (GenAl) marks a departure
from these conventional applications, emphasising the
creation of new, synthetic content that closely resembles
human-generated data. At the heart of GenAl lies a
diverse array of generative models, each tailored to
produce specific types of content such as text, images
and music or video. Notable among these models are
Generative Adversarial Networks (GANSs), Variational
Autoencoders (VAEs) and Transformer-based models

like GPT (Generative Pre-trained Transformer). Unlike
traditional Al, which has limited interpretability on data
conceptual representations, GenAl can decode semantic
associations from contextual backgrounds and generate
new content by a similar pattern.

Large language models (LLMs) have emerged as powerful
tools capable of processing and generating text at scale.
These models have revolutionised natural language
processing tasks, enabling unprecedented levels of
linguistic understanding and generation. By training

on vast amounts of text data, LLMs have demonstrated
remarkable proficiency in generating coherent and
contextually relevant text, further blurring the lines
between human and machine-generated content.
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Impacts on financial institutions

As financial institutions explore the potential of GenAl, LLMs
have already demonstrated various applications in banking
and finance, including sentiment analysis of customer
feedback to gauge market trends and customer satisfaction,
automated generation of financial reports and summaries for
enhanced decision-making efficiency, and natural language
understanding for customer service chatbots to provide
personalised assistance and streamline communication.
Recent developments on multi-modality large models will
further enable financial institutions to tackle complex tasks
requiring comprehensive understanding.

Another notable application of GenAl is Stable Diffusion,

a generative model used for creating high-quality images.
Stable Diffusion can generate high quality synthetic images
for fraud detection systems, enabling the creation of realistic
synthetic data for training Al models to enhance privacy and
security measures while preserving clients’ data integrity.
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Governance towards responsible Al

As financial institutions increasingly integrate Al and

GenAl into their operations however, the need for robust
governance frameworks becomes paramount. The ethical and
regulatory considerations surrounding Al adoption necessitate
comprehensive governance structures that span the entire
lifecycle of Al applications, from design and development to
deployment and ongoing monitoring.

To address these issues, financial institutions must establish
clear accountability and oversight mechanisms, starting from
the board and senior management levels. These stakeholders
play a crucial role in defining the organisation’s Al governance
framework, ensuring the establishment of appropriate risk
management measures, roles and responsibilities.

From the initial design and development phases to ongoing
monitoring and review, ethical considerations must be integrated
seamlessly into every aspect of Al implementation. This fosters a
strong ethical culture within the organisation, translating ethical
principles into practical guidelines and ensuring continuous
training and awareness among relevant stakeholders.
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Ensuring trustworthy Al HBERATIEETUEE

Financial institutions can use the following trust domains in BENR A SE A TS BETrustworthy AI™

Deloitte’s Trustworthy AI™ framework to explore the types of HEZRAFIBA;S ARSI, nl E B SR

risks they might face when deploying Generative Al: THREBERIATSENHEE SR
IR

Fairness and impartiality: Limiting bias in Al outputs

is a priority for all models, whether machine learning or
generative. The root in all cases is the latest bias in the
training and testing of data. Inconsistent outcomes and
performance in applications could diminish end user trust
in the tool and in the business itself.

Transparent and explainable: Given the capacity for
some Generative Al models to convincingly masquerade
as human, there is often a need to explicitly inform the
end users that they are conversing with a machine. More
broadly, to trust the model and its outputs, stakeholders
and end users need an understanding of how input data
is used, an opportunity to opt-out, obscure or restrict
that data, and an accessible explanation of automated
decisions and how they impact the user.

Safe and secure: Generative Al can be susceptible to
harmful manipulation such as divulging confidential
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information and creating misinformation. To promote GenAl
safety and security, businesses need to weigh and address
factors around cybersecurity and the careful alignment of
GenAl outputs with business and user interests.
Accountable: Although Al accountability is squarely a
human domain, Generative Al makes accountability much
more complicated. Regardless of whether the enterprise
uses an in-house or vendor model, there must be a clear
link between the Generative Al model and the business
deploying it.

Responsible: For all the good it can be used to promote,
GenAl use cases can also lead to harms and disruption. What
is judged to be responsible deployment by one organisation
may not be judged the same by another. Enterprise leaders
must determine for themselves whether a GenAl use case is
a responsible decision for their organisation.

Privacy: Data used to train and test Generative Al models can
contain sensitive or personally identifiable information that
needs to be obscured and protected. As with other types of
Al, the organisation needs to develop cohesive processes for
managing the privacy of all stakeholders; they can remove
personal data, use synthetic data or even prevent end users
from inputting personal data into the system.
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Benchmark governance structure

Moreover, financial institutions need to leverage existing
governance structures to effectively manage the challenges
posed by Al. By mapping existing risk management
frameworks and committee structures to the specific risks and
requirements associated with Al, organisations can ensure
cohesive oversight and alignment with regulatory mandates.
This involves active engagement from key stakeholders,
including board members, senior management, data scientists,
ethicists and legal and compliance personnel.

Furthermore, embedding ethics into the development and
deployment of Al systems requires a multi-faceted approach
that spans the entire Al lifecycle. It begins with establishing a
strong ethical culture and governance framework at the highest
levels of the organisation. Boards and senior management
must define and uphold ethical principles and values that
guide the development and use of Al systems, aligning them
with relevant laws, regulations and industry standards.

Translating ethical principles into actionable guidelines and
processes is essential for ensuring effective implementation.
This involves providing comprehensive training to relevant
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By mapping existing

risk management
frameworks and
committee structures

to the specific risks and
requirements associated
with Al, organisations
can ensure cohesive
oversight and alignment
with regulatory

mandates. 99
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teams, including data scientists, developers, business users
and risk managers, on the ethical implications of their work
and how to apply ethical guidelines in practice. For example,
data scientists must be equipped to detect and mitigate
biases in data and models, while business users should

understand the potential impact of Al decisions on customers.

Once Al systems are deployed, ongoing monitoring and
review are essential to ensure continued adherence to ethical
principles. Effective communication and redress mechanisms
should be in place to address any adverse impacts of Al
decisions on customers or other stakeholders.

Defence strategy
The “Three Lines of Defence” model can be applied to govern
Al risks effectively.

» The first line of defence, comprising business units and
Al developers, is responsible for identifying, assessing
and mitigating risks in line with approved policies and
standards.

» The second line, consisting of risk management and
compliance functions, provides oversight and challenge
to ensure adherence to ethical principles and regulatory
requirements.

« The third line, internal audit, provides independent
assurance on the effectiveness of the Al governance
framework.
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By integrating Al governance into existing risk
management structures and processes, financial
institutions are able to demonstrate a cohesive and
consistent approach to managing Al risks across the
organisation. This enables them to leverage existing
expertise, resources and oversight mechanisms
while ensuring ethical considerations and regulatory
requirements for Al are adequately addressed.

Conclusion

Balancing enablement and governance in Al adoption is of
utmost importance for financial institutions, requiring a
nuanced approach that integrates innovation with ethical
conduct and regulatory compliance. By adopting a risk-
based approach to governance, engaging stakeholders
effectively and streamlining processes, organisations can
facilitate responsible Al adoption, driving sustainable
growth and competitive advantage in an Al-driven
landscape. This strategy, which embeds ethics into
development and leverages existing governance
structures, ensures that financial institutions are able to
navigate the complexities of Al and GenAl adoption while
fostering trust and positioning themselves for long-term
success.
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